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Abstract. In the era of the Internet of Things, �rmware security analy-
ses have become tremendously important to protect networks and guar-
antee safety-critical operations. Indeed, the �rmware running on smart
devices (which are increasingly adopted also in critical infrastructures)
often contains security vulnerabilities, and delivering timely updates
proved to be challenging, both from a technical perspective and due
to a lack of support from device vendors. In particular, �rmware images
present di�culties that hinder automated analyses and patching, mostly
because their code and data are opaquely intermixed and squashed to-
gether on top of embedded development frameworks. In this paper, we
propose a new lightweight approach to automatically analyze �rmware
images and identify the embedded frameworks they are built upon. Our
approach facilitates reverse engineering, reducing the scope for security
analyses and assisting the vulnerability detection and patching process
of embedded devices. We implement our approach in frameD, and we
evaluate it on a dataset of 536 �rmware images from di�erent devices
and vendors. Our system identi�es embedded frameworks with an accu-
racy of 83%, and we perform a case study to combine frameD with an
existing patch injection framework, demonstrating to be a helpful and
e�ective tool for security analysts and reverse engineers.
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1 Introduction

The adoption of Internet of Things (IoT) devices has grown explosively over
the last decade [31]. In fact, IoT devices present an a�ordable and accessible
option to add connectivity to physical objects that were not able to cross the
barrier to the digital world before. This feature is attractive for both individuals
and organizations, and manufacturers meet this demand with a wide variety of
devices, such as thermostats, lighting, and smoke detectors, but also more criti-
cal ones such as pacemaker monitors and smart locks. Moreover, smart devices
are increasingly adopted within critical infrastructures, where they enable the
remote management of cyber-physical systems, such as industrial robots and
actuators [11].
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While the extra connectivity of IoT devices brings value to the users, it also
opens up new attack vectors. Attacks on smart devices over the Internet or
Bluetooth are nowadays a real and practical scenario [11]. If vulnerable, threat
actors can mount attacks against devices to alter their behavior or take full
control of them. In fact, the number of cyber-attacks mounted against IoT de-
vices has almost tripled in the last two years [42]. With the popularity of IoT
devices in vital industrial processes and critical infrastructures, the security of
their �rmware is an area of utmost importance. To further highlight the state
of (in)security in smart devices, new advances in vulnerability discovery for em-
bedded �rmware [6,7,26,35,33,40] has signi�cantly increased the rate of security
advisories released and disclosed by researchers and practitioners.

However, the disclosure of vulnerabilities to the vendors does not guarantee
a fast deployment of patches to ensure the security of all vulnerable devices.
One recurring cause of the long patch latency is vendors dropping support for
older devices [44,16]�besides, update mechanisms are themselves often vulner-
able [19,45]. Another critical cause is the complexity of producing and testing
patches. Many IoT devices run custom �rmware, and generating a patch often
requires extensive testing. Since a low patch latency is crucial for IoT devices,
especially when deployed in critical infrastructures, researchers investigated ap-
proaches to introduce quick �hot� patches before a fully-�edged patch is released
by the vendor [16,17,30].

Third-party patching for embedded �rmware without the cooperation of the
vendor is a signi�cantly challenging task that is made even harder by the wide
adoption of development frameworks (known as embedded frameworks)�i.e.,
embedded-speci�c development frameworks that abstract the development and
provide OS-like features to �rmware developers. During compilation, the embed-
ded framework and user application are squashed together into a single image
(also known as blob). Such �rmware blobs typically do not contain debugging
symbols, are structured in custom binary formats, and have no clear distinctions
between code and data segments, making automated analyses hard. Besides, de-
vice manufacturers usually do not disclose that their devices are vulnerable be-
fore releasing a patch. Therefore, potentially a�ected organizations need to track
if their devices are vulnerable to newly disclosed vulnerabilities, especially tak-
ing into account any vulnerabilities that a�ect libraries and frameworks that the
device �rmware relies on. Thus, knowing what frameworks �rmware images are
built upon is of great use for security management. Moreover, with information
about the adopted embedded framework, security analysts and reverse engineers
know what functions to expect in the �rmware. This helps analysts distinguish
framework functions from user application functions, which, since frameworks
introduce hundreds of functions, signi�cantly eases the reverse engineering pro-
cess. All in all, the automated identi�cation of the embedded frameworks within
�rmware images can be of great use to reverse engineers for security analyses. In
the academic community, the process of uncovering components and dependen-
cies within software is part of a broader �eld known as Software Composition
Analysis (SCA).
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While existing SCA approaches have shown great results, they are unfortu-
nately not directly applicable to the �rmware domain. Binary-to-binary SCA
approaches, such as FirmSec [49] and Asm2Vec [12], require compiled embed-
ded framework object �les. However, the compilation of embedded frameworks
involves manual e�orts and has shown to be time-consuming at scale [38], hin-
dering automation. Binary-to-source techniques, such as BinaryAI [20] and OS-
SPolice [13], do not require the compilation. However, these approaches leverage
information stored in the binary that is not always present in �rmware blobs,
such as exported function names. Besides, embedded frameworks often make
use of macros to suit the many compilation targets, which can highly impact the
semantics on a function level. Current binary-to-source SCA techniques do not
account for this dynamic setting.

In this work, we propose a lightweight approach to analyze �rmware images
and identify the embedded frameworks they are built upon. By identifying the
embedded frameworks, our approach assists security analyses by revealing the
main �rmware component and gives reverse engineers a starting point for recov-
ering function symbols in �rmware images. Additionally, our approach can assist
in the patching of �rmware. For instance, state-of-the-art �rmware patching ap-
proaches such as HERA [30] and Shimware [16] require a hooking location where
additional checks can be performed. Currently, the hooking location has to be
manually provided by the analyst. Our approach eases the process of �nding a
hooking location by giving security analysts information about the structure of
the adopted frameworks and facilitating the function symbols recovery process.

To identify embedded frameworks, our approach leverages the strings embed-
ded within �rmware blobs to produce �ngerprints�the intuition is that strings
carry signi�cant semantic information to characterize software components. In
fact, previous work showed the e�ectiveness of using strings for library detec-
tion [27,18,46,20,13], but to the best of our knowledge, we are the �rst to apply
this method to embedded framework identi�cation. More speci�cally, our ap-
proach �rst recognizes and �lters out irrelevant strings, and then compares the
remaining ones to string literals identi�ed in the source code of embedded frame-
works. To improve the accuracy, we take into account the existence of framework
clones and third-party library reuse.

We implement a proof-of-concept of our approach in frameD. In our ex-
periments, frameD shows promising results, correctly identifying 83% of the
frameworks in a labeled dataset of 536 �rmware images, spanning eight di�erent
frameworks. Moreover, for four of the most popular embedded frameworks, in-
cluding Mbed [25], our system achieves correct identi�cation for all of the tested
�rmware samples.

To demonstrate the real-world applicability and practicality of frameD, we
describe a real-world use case. We combine frameD with Shimware [16], an
existing patch injection tool, to identify the framework adopted by a �rmware
image and use this information to �nd a suitable location for a patch, ultimately
�xing a security �aw in the �rmware image.
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In summary, our contributions are as follows:

� We propose a new lightweight, string-based approach to characterize embed-
ded frameworks.

� We implement our approach in frameD, a pipeline to automatically identify
the frameworks used in real-world �rmware images.

� We evaluate our approach on a dataset gathered from four prior works,
containing 536 labeled �rmware samples. Additionally, we demonstrate a
use-case where we combine frameD with an existing patch injection tool to
ease the patching process.

In the spirit of open science, our source code is publicly available at https:
//github.com/utwente-scs/frameD.

2 Background & Challenges

In this section, we provide background information on the �rmware structure
and types, and how such structure and the adoption of embedded frameworks
a�ect the analysis and reversing processes. Then, we present the challenges in
the �rmware domain for embedded framework identi�cation.

2.1 Firmware Analysis

Firmware Structure and Types. The low processing power and long battery
lifetime requirements of embedded devices make it sometimes infeasible to run
full operating systems (OS) like Linux or Windows. Instead, �rmware features
embedded operating systems, or even embedded frameworks without a logical
separation between kernel and application code. In the literature, these two types
of �rmware are referred to as Type-2 and Type-3 �rmware, respectively [29].
While detecting the use of Linux in �rmware images is an explored topic [4], the
identi�cation of Type-2 and Type-3 frameworks is not. In this paper, we refer
to both embedded operating systems and embedded frameworks as embedded
frameworks.

Embedded Frameworks. To take away the complexity of the hardware pro-
gramming from the programmer, various abstractions are used in practice. As
a basis, Hardware Abstraction Layers (HALs) provide functions to developers
to perform hardware operations without knowledge of the underlying hardware.
HAL functions are small functions that speci�cally target one hardware con-
�guration. In most cases, HAL functions are provided by chip vendors directly.
Besides ease of communication with the hardware, developers might want to sim-
plify the development further with a higher level of abstraction. Another highly
demanded feature is OS-like capabilities such as scheduling of processes or tasks.
Embedded frameworks provide such functionalities in varying degrees of sophis-
tication. Some frameworks, like FreeRTOS [15], solely provide a couple of simple
operating system functionalities, while, for instance, RIOT [34] adds more func-
tionalities such as a full system shell and a complete �le system implementation.

https://github.com/utwente-scs/frameD
https://github.com/utwente-scs/frameD
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Fig. 1 � An embedded framework consists of several components or a subset
thereof. The hardware abstraction layer features hardware-speci�c functions that
provide access to hardware resources. The real-time OS component enables pro-
cess scheduling and resource management. A storage library adds �le system
functionality to the �rmware. A connectivity library implements a network proto-
col, such as Bluetooth. Additionally, embedded frameworks can include libraries
for cryptographic functions, data handling, etc. The user application is not part
of the embedded framework. It implements the process logic and operates on
top of the provided embedded framework functionality.

To simplify the development process even further, developers turn to libraries
for performing higher-level tasks. Popular libraries provide functionalities such
as communication protocols (e.g., HTTP), data processing (e.g., compression),
and user interface capabilities. In this research, we consider embedded frame-

works in a broad sense as any embedded-speci�c development framework that
aims to abstract the development and provide OS-like features to �rmware de-
velopers. Some frameworks purely implement the HAL with the option to add
third-party libraries, while others feature a more complete embedded OS with
ad-hoc libraries. Figure 1 visualizes the di�erent components of the embedded
framework in the context of the complete �rmware image.

Firmware Analysis and Reversing. Non-general-purpose OS-based �rmware
is di�cult to analyze and patch. In fact, the projects are mostly compiled into
a single executable �le, without any distinction between data, operating system
functions, and user application functions. Also, �rmware images are compiled
without debugging symbols. Thus, analyzing such �rmware is a daunting task.
The use of embedded frameworks further increases the di�culty of reversing
�rmware images. Not only introduce frameworks more functions, they also add
custom abstraction layers and sometimes apply object-oriented programming
techniques. Thus, it becomes more labor-intensive to determine the semantics
of functions and identify the relevant ones, creating challenges for automation.
However, if the framework can be identi�ed, the process becomes much sim-
pler. Equipped with knowledge of the framework, the analyst can consult the
documentation of the framework to learn more about the �rmware structure.
Additionally, the analyst can use existing SCA techniques to locate important
functions in the �rmware image.
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2.2 Challenges for Firmware Composition Analysis

The properties of the �rmware domain pose several challenges for the identi�ca-
tion of embedded frameworks.

Firmware blobs are stripped and use opaque binary formats. Existing
binary-to-source SCA techniques leverage various features for �ngerprinting. Two
examples are the exported function names and the data present in data segments.
However, with the opaque binary format used for �rmware images, many of these
normally easily retrievable �ngerprinting sources are either very hard to extract
or not present at all. For instance, OSSPolice [13] uses exported function names
to identify present libraries. This information is however not present in �rmware
blobs. To successfully identify frameworks in �rmware images, the solution must
rely solely on features that can be reliably extracted.

Embedded framework functions are semantically di�erent, depending

on the build target. Embedded frameworks have been designed to support
many architectures and microcontrollers. To achieve this portability, embedded
frameworks widely use macros to di�erentiate the behavior for each platform.
Unfortunately, existing binary-to-source SCA techniques do not take this into
account. As a result, many of the features used by the state-of-the-art cannot
be used reliably for identifying the frameworks present in �rmware images. For
instance, SCA techniques frequently use the number of basic blocks contained in
a function as a �ngerprint for that function. However, in the �rmware domain this
might not be a reliable feature. For example, TCP/IP implementation functions
are semantically di�erent for boards that support IPv6, and as a result have
di�erent basic block counts. Consequently, matching functions based on features
such as basic blocks is more challenging in the domain of embedded frameworks.

Embedded frameworks are hard to compile in an automated fashion.

Binary-to-binary SCA techniques require the compilation of all components that
you want to identify. In our scenario, this requires the compilation of all embed-
ded frameworks. Previous works mentioned the extensive manual e�ort required
for the compilation task [38]. With hundreds of embedded frameworks available
on GitHub and many of them receiving continuous updates, manual compilation
becomes a signi�cant limitation that hinders automation.

Embedded frameworks might contain third-party libraries. It is com-
mon for embedded frameworks to use open-source libraries to facilitate certain
features. For example, Contiki [8] uses a third-party library for the FAT �le
system implementation. A solid approach to identifying embedded frameworks
should ensure that the identi�cation of a third-party library does not result in
the incorrect identi�cation of the embedded framework.

Existing SCA approaches have not been designed to address the challenges
that occur when identifying embedded frameworks. Therefore, a new, embed-
ded framework-speci�c SCA technique is required.
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3 Methodology
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Fig. 2 � Simpli�ed representation of frameD. The arrows represent the �ow of
data between the di�erent components.

We present frameD, our approach to identifying embedded frameworks in
�rmware images. At a high level, frameD takes as input an embedded �rmware
image and a set of embedded frameworks (including their source code) and
evaluates whether the given image is built on top of any of the user-provided
frameworks. Figure 2 shows a high-level overview of the complete pipeline.

3.1 Frameworks Collection and Processing

The �rst step of our methodology is to build a large collection of embedded
frameworks to identify within �rmware images. Embedded frameworks are gen-
erally released as open-source code to the public, and they can be easily found
online. Two popular examples are Mbed [25] and RIOT [34]. After building a
satisfactory complete collection, the Source code string extractor extracts
the hardcoded strings from each project.

As a second step, the String filter applies multiple �lters to the strings
extracted from the open-source projects. A �rst �lter removes common and short
strings. Very short strings are removed since they are not strong indicators and
would increase the number of false positives. They include omnipresent strings
such as a single format string speci�er, e.g. �%d�. Moreover, very common strings,
like �error�, should have a lower impact on matches than for example �Error:

new serial object is using same UART as STDIO�, a string only found in Mbed.
Furthermore, some strings are present across �rmware samples, also when no
framework is used. Examples are �0123456789abcdef� and �localhost�. Thus, we
�lter out popular strings to reduce false positives. Additionally, frameD �lters
out strings that are found in common �rmware libraries. Since many open-source
frameworks use common third-party libraries in their source code, these strings
could result in false positives when a �rmware image uses a library that is also
used by an embedded framework. By �ltering out the strings found in common
embedded libraries the number of false positives is reduced.

While the construction of a complete string collection of all embedded frame-
works is easily automated, it is still a time-consuming process. Luckily, this
process only has to be conducted once. Thereafter, we can use the local string
database to evaluate any number of �rmware samples.
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3.2 Framework Identi�cation

After the construction of the embedded framework string collection, the Binary
string extractor extracts the strings from the given �rmware image. The ex-
tracted �rmware strings and �ltered source code strings are then handed to the
String matcher. For each framework, the String matcher computes how many
exact string matches are present. An additional step is required to accurately
identify embedded frameworks. This is because many open-source frameworks
are clones of more popular frameworks, with minimal changes. These clones
often contain the same signatures as the original repository, impacting the per-
formance of our tool. To limit the negative impact of clones, we cluster the
potentially matching frameworks based on whether the matching strings are the
same. A String score is calculated for each cluster using Equation (3). To cal-
culate the String score, we �rst calculate the String popularity for each
string present in the cluster, by counting how many clusters in total contain this
string (Equation (2)). The String score of the cluster is then calculated as the
sum of the inverse String popularity of all the strings present in the cluster.
The String score ensures that unique strings have a bigger impact on the �nal
result, since unique strings are strong indicators for an embedded framework.
Finally, the cluster with the highest String score is selected as the matching
cluster. If the String score of the selected cluster is higher than a predeter-
mined threshold, the most popular framework in that cluster is returned as the
identi�ed framework.

I(string s, cluster c) =

{
1 if s ∈ c

0 otherwise
(1)

String popularity(string s) =
∑

c∈clusters

I(s, c) (2)

String score(cluster c) =
∑

string s∈c

1

String popularity(s)
(3)

Employing the clustering technique in a more general SCA approach might
result in clustering together two libraries that are both present, and returning
only one. In the domain of embedded framework identi�cation such cases of
false negatives are not expected, since only one framework is used to build the
�rmware image around. The embedded framework can be seen as the operating
system of the �rmware image, thus it is not practical to use multiple frameworks
in the same image. This is why frameD looks for one framework, and not
multiple ones.

3.3 Implementation details

To implement the Source code string extractor, frameD uses the ANTLR

lexer [1]. For our proof-of-concept implementation, we provide ANTLR with C and
C++ grammars. However, frameD can easily be extended to other languages by
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providing additional grammars. For example, adding Rust support only requires
providing a Rust grammar, which can be easily found online.

For the implementation of Binary string extractor, frameD uses the
Linux utility strings. This utility scans through the binary looking for subse-
quent bytes that represent valid ASCII characters, and returns them as strings.

In the �nal step of the String matcher, frameD clusters similar frameworks
together. We then use the GitHub star count as a popularity metric to select
the �nal framework from the cluster.

4 Evaluation

In this section, we describe the process we follow to build our database of frame-
works, and we evaluate the performance of our tool in identifying frameworks in
embedded �rmware.

4.1 Database Creation

To assess the performance of frameD, we start by constructing the local string
database. We use the GitHub API to query for open-source embedded frame-
works and collect their source code. To search for embedded frameworks, we use
six di�erent queries:

� Embedded operating system;
� Operating system microcontrollers;
� Internet of Things operating system;
� OS IoT;
� OS Internet of Things;
� RTOS.

These speci�c queries have been selected to ensure that all �rmware framework
projects we found on GitHub through a manual search are present in the �nal list.
For each query, we search in the description of all GitHub repositories and select
the top 100 C/C++ repositories based on star count. We clone the resulting
404 repositories locally. We add one additional framework manually, namely the
Arduino framework. While Arduino is a widely adopted framework, it cannot be
found on GitHub using our queries since it only has a very short description. The
String filter reduces the number of strings extracted from the source codes in
multiple steps. First, we remove string duplicates and decode escape sequences,
to match how strings are stored in the �rmware images. Then, we remove strings
that are less than 6 characters long. This �lters out strings that do not contain
a lot of information about the repository, such as �bytes�, �done�, and also single
characters. Next, we �lter out the most popular strings. The popularity of strings
in our dataset is shown in Figure 3. In our dataset, we notice many strings
occurring 22 times. This turned out to be strings from Mbed clones, which we
do not want to �lter out. This is why we decided to �lter out strings with more
than 22 occurrences. A few strings that are �ltered out this way are �failed�,
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Fig. 3 � String popularity in our framework string database, with double log-
arithmic axes. E.g., as depicted with the black dotted line, the 10,000th most
frequently occurring string is present in 6 embedded frameworks in our collection.

�abcdefghijklmnopqrstuvwxyz�, and �%s%s%s�. Filtering out popular strings has
shown to be e�ective in prior works [27]. The �nal step we perform is �ltering out
strings from common libraries that are used for embedded systems. We found
that many frameworks use common third-party libraries. Without �ltering out
library strings, frameD would raise many false positives. To �lter out library
strings, we locally cloned all library repositories listed in a popular reference
collection called �awesome-embedded-software� [3]. We extracted the strings in
a similar fashion to how we extracted the framework strings.

4.2 Pipeline Performance

We evaluate the performance of frameD on a dataset of 536 labeled �rmware
images. We construct the dataset by combining the datasets from four prior
works. We speci�cally select collections with �rmware samples that use popular
embedded frameworks, to ensure the experiments are similar to real-world sce-
narios. Our dataset features eight di�erent embedded frameworks and a variety
of target microcontrollers. Besides, twelve of the samples do not use a framework.
Each �rmware sample has either been labeled with a framework by the source,
or we manually reverse engineer the �rmware images to determine the adopted
frameworks. The complete list of sources, frameworks, and sample counts of the
�rmware samples is shown in Table 1.

To examine the capabilities of our pipeline, we measure its performance on
the 536 labeled �rmware images. The framework identi�cation takes 3 seconds
per �rmware sample on average, in a single-threaded environment.

Figure 4 shows the performance for the framework detection compared to
di�erent string score thresholds. At a threshold of 3.5, 83% of the samples are
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Dataset Framework No. Samples

Feng et al. (P2IM) [14]

Arduino [2] 5
RIOT [34] 1
FreeRTOS [15] 1
None 3

Clements et al. (HALucinator) [7]
Contiki [8] 2
None 9

Scharnowski et al. (Fuzzware) [35]
Zephyr [48] 10
Contiki-NG [9] 2
Mbed [25] 10

Shen et al. [37]

Zephyr [48] 193
Mbed [25] 32
NuttX [32] 188
FreeRTOS [15] 80

Total 536

Table 1 � Sources, frameworks, and counts of �rmware samples that we used in
our evaluation.

labeled correctly. At a lower threshold of 2, 18% of the framework identi�ca-
tions are false positives, while at a higher threshold of 5 results in only 1%
false positives, but more than 20% false negatives. For Mbed the accuracy is
100% at lower thresholds. Only at thresholds starting from 6, do false negatives
start occurring. Both NuttX and Zephyr achieve 90%+ accuracy at String score
thresholds under 4. Interestingly, for both frameworks we notice that from the
threshold of 4, false positives are reducing, and false negatives are increasing.

The detection results per framework and for three di�erent threshold values
are shown in Table 2.

Using a low threshold (e.g., 2) results in few false negatives for all frameworks.
This can be a useful metric to detect the use of a framework. Although the
wrong framework might be detected, the security analyst can use the result to
further research the used framework. Samples that do not use a framework can
be discarded early. Using a higher threshold such as 5, on the other hand, can
be useful in scenarios where one wants to be sure that the detected framework
is correct. For example, at the threshold of 6 only 4 of the 536 samples were
incorrectly labeled with a framework. However, there are 110 false negatives at
this high threshold. As a result, a �rmware blob that has not been identi�ed
with a framework might still use a framework.

For the cases where the framework identi�cation is incorrect, we see a few
trends. First, we notice that some frameworks use a low number of hard-coded
strings, limiting the e�ectiveness of frameD for these speci�c frameworks. As
a result, Arduino and FreeRTOS are harder to detect with frameD, and have
high false negative rates independent of the string-score threshold. On the other
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Framework TPs FPs TNs FNs
T
h
re
sh
o
ld

=
2

FreeRTOS 27 54 N/A 0
Zephyr 193 10 N/A 0
Mbed 42 0 N/A 0
NuttX 171 17 N/A 0
Arduino 0 5 N/A 0
RIOT 1 0 N/A 0
Contiki 2 0 N/A 0

Contiki-NG 2 0 N/A 0
None N/A 11 1 N/A

Total 438 97 1 0

T
h
re
sh
o
ld

=
3
.5

FreeRTOS 27 35 N/A 19
Zephyr 193 3 N/A 7
Mbed 42 0 N/A 0
NuttX 171 17 N/A 0
Arduino 0 1 N/A 4
RIOT 1 0 N/A 0
Contiki 2 0 N/A 0

Contiki-NG 2 0 N/A 0
None N/A 4 8 N/A

Total 438 60 8 30

T
h
re
sh
o
ld

=
6

FreeRTOS 24 0 N/A 57
Zephyr 174 0 N/A 29
Mbed 41 0 N/A 1
NuttX 167 3 N/A 18
Arduino 0 0 N/A 5
RIOT 1 0 N/A 0
Contiki 2 0 N/A 0

Contiki-NG 2 0 N/A 0
None N/A 1 11 N/A

Total 411 4 11 110

Table 2 � The results of frameD when running over 536 labeled �rmware
samples, with di�erent string score thresholds.
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Fig. 4 � frameD detection performance metrics on the 536 �rmware samples.

hand, larger frameworks that feature many strings are accurately identi�ed by
frameD, across �rmware samples. Second, we observe a low number of false
positives with a balanced threshold (3.5) in place. We manually investigated the
false positive cases. We found that the matches mostly occur due to the use of
libraries, which are not present in our library collection that is used for string
�ltering.

We recognize that using an absolute cut-o� threshold is a rather naive method.
However, we found that for our dataset, which is diverse in nature, it performs
well. Nonetheless, we envision future research on the design of a more accurate
approach to identifying embedded frameworks.



14 J. van Nielen et al.

5 Case Study

We conduct a case study to demonstrate the application of frameD to assist
in reversing and patching IoT �rmware. Speci�cally, we focus on the Atmel
6LoWPAN Sender �rmware image from the HALucinator paper [7] and study
how frameD can be integrated with Shimware [16] to enhance its I/O function
tracking, ultimately leading to patch injection. Shimware uses an approach called
IOFinder to determine I/O functions in �rmware images. IOFinder combines
static and dynamic analysis to �nd functions that perform I/O functions. One
limitation of IOFinder is that it is not designed to process �rmware images that
use a larger embedded framework. In the case of the Atmel image, due to the
use of a large embedded framework Contiki, IOFinder is unable to detect several
relevant I/O functions. As a result, Shimware fails to locate the function where
the patch should be introduced [16].

In the practical scenario where we want to patch the Atmel 6LoWPAN Sender
�rmware image, we can leverage frameD to discover the use of the Contiki em-
bedded framework. As we detect the use of a large framework, we know that the
results of IOFinder are likely to be incomplete. Therefore, we decide not to use
IOFinder. Instead, to recover the function symbols, we can now compile a Con-
tiki example project and use existing binary-to-binary SCA techniques to recover
symbols in the binary. For this example, we use Libmatch from HALucinator [7]
and reveal the locations and names of 170 functions. Next, the analyst looking
to apply the patch can now go over the functions, determine which functions
handle the relevant input, and subsequently identify the location for Shimware
to inject the patch. Depending on the speci�c vulnerability, it is possible to apply
patches in higher-level functions than the I/O functions. For example, assume
that we want to apply a patch to incoming network tra�c to �lter malicious
payloads. We can locate the tcpip_input function, which is a Contiki function
called by the network driver when a new TCP/IP packet is received, and which
represents a perfect hook for our patch. With the knowledge of the address of
the tcpip_input function, in combination with the Shimware tooling, we insert
the patch into the original �rmware image.

6 Discussion

We discuss the limitations of frameD and directions for future research.

Frameworks with few strings. The fundamentals of our approach rely on
the presence of strings in the framework and in the �rmware image. Generally,
all frameworks do contain these strings, but this does not guarantee that they
will be present in the �nal �rmware image. To reduce the �nal image size, un-
used functions are often left out during the linking phase. As a result, also the
strings used in these functions are not included in the �nal �rmware image. This
explains why frameD has low detection rates for samples using some speci�c
frameworks. An example is FreeRTOS [15], a minimal framework that does not
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contain much more than HAL functions and some basic scheduling. Since mini-
mal frameworks mostly provide the HAL functions, other approaches are poten-
tially a better �t to detect these types of frameworks. Compiling HAL functions
automatically is less challenging than more advanced frameworks, as has been
shown and used for a similar approach before (e.g., Libmatch [7]). Thus, one
could automatically compile a database of HAL objects and apply Libmatch or
a similar approach to detect the HAL functions in the �rmware. In the context
of �rmware patching, IOFinder as used by Shimware [16] is a technique to �nd
relevant IO functions, but only works for smaller frameworks. To summarize,
frameD provides an approach to aid reverse engineers recover symbols and as-
sist in the patching process of larger embedded frameworks, whereas prior works
have shown approaches that are e�ective for smaller embedded frameworks.

Completeness of Framework Database. To construct our list of frame-
works, we used various GitHub queries. While this covers a large portion of the
available frameworks, it is not complete. For instance, Software Development
Kits (SDKs) for embedded �rmware often come with their own frameworks pre-
installed. While these frameworks are often open source, you will not necessarily
�nd them on GitHub, or we found them to have short descriptions and are hard
to query for. frameD does currently not have the capability to detect these
frameworks. However, they can be added manually to the database with ease.
One other set of frameworks that are currently absent and more di�cult to add
are private frameworks developed and used by device manufacturers.

Completeness of Library Database. To reduce false positives, we �ltered out
strings present in commonly used third-party libraries. Selecting the libraries for
this list has to be done carefully, as it can easily remove true positives. We chose
to use a curated list, as described in Section 4. However, in our evaluation, a
false positive occurred due to a library missing from our collection. The accuracy
of frameD relies partly on creating a good list of libraries.

Automation in Function Matching. Our pipeline is fully automated when
it comes to creating the string database and identifying the used frameworks.
However, the next step in the pipeline would be to recover the symbols fully
automatically. To achieve this goal, we have explored the idea of automated
compilation of the framework, followed by binary-to-binary SCA. However, fully
automating this process requires more research. One of the main challenges for
achieving this automation is the nature of the framework projects. They have
been developed to ease the development for embedded devices, and provide con-
�guration �les and build speci�cations to adjust the environment for speci�c
hardware. Compiling the object �les without the con�guration enabled will often
fail. Thus, it is required to manually set up a build environment. The alternative
is binary-to-source matching. While this is a more complicated approach and no
existing projects match our requirements, we see this as the most feasible way
forward. Additionally, binary-to-source matching could also be used to resolve
the limitations of the lower performance for frameworks that use fewer strings.

Compressed �rmware images. Like any other static �rmware analysis ap-
proach, frameD struggles with compressed �rmware images, as compression
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can result in failure to extract strings from �rmware images. To resolve this,
one could integrate frameD with existing solutions that unpack known formats
(e.g., Binwalk [5]).

7 Related work

Many previous works have been conducted with similar goals to ours. In this
section, we discuss their bene�ts, downsides, limitations, and assumptions.

There have been various e�orts to simplify the reverse engineering and anal-
ysis of �rmware. Muench et al. [29] focussed on grouping �rmware images into
types of operating systems. Thomas et al. [43] use both static and dynamic
analysis to improve the disassembly quality. Firmline [4] provides a pipeline to
automatically detect the architecture and base addresses of non-Linux-based
�rmware images. With frameD, we contribute to the area of �rmware analysis
by identifying embedded framework usage.

Several studies have been conducted in the area of patching of embedded
devices. HERA [30] and RapidPatch [17] both apply hot-patches to running em-
bedded devices, without rebooting the device. However, the focus of both HERA
and RapidPatch is solely on how to inject the patch, not where. Dispatch [23]
proposes an approach to patching the �rmware of Robotic Aerial Vehicles. They
target controller component functions and locate them through the identi�cation
of trigonometric functions. This approach does not transfer to a more generic
case of function identi�cation. Shimware [16] presents a set of tools to ease the
patching of non-Linux based �rmware images. The main contributions are the
automated locating of I/O functions, �nding a location to insert the patch with-
out breaking the functionality of the device, and �nding and �xing �rmware
validity checks. To locate the I/O functions, a hybrid approach combining static
and dynamic analysis is used. While it has proven e�ective for general �rmware
images, it tends to miss functions if the �rmware uses a larger embedded frame-
work. Moreover, the identi�ed I/O functions are not labeled and still require
manual reverse engineering to reveal their exact purpose.

Software Component Analysis can be divided into approaches using binary-
to-binary matching or binary-to-source matching:

Binary-to-binary SCA. Libmatch [7] combines static and dynamic analysis
to locate Hardware Abstraction Layer functions. Asm2Vec [12] uses machine
learning to match functions across architecture and compiler optimization lev-
els. FirmSec [49] detects third-party component usage in both Linux-based and
non-Linux-based �rmware images. However, none of these approaches is directly
applicable to the challenge of framework identi�cation, due to the manual e�ort
required to compile embedded frameworks.

Binary-to-source SCA. BAT [18] uses strings to get an estimate of code reuse,
but does not address further challenges such as cloning. OSSPolice [13] leverages
strings, in combination with exported function names to detect the reuse of open
source software. Exported function names are however not present in �rmware
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images. Bigmatch [27] identi�es the use of open-source libraries in binary ex-
ecutables solely based on strings, but does not take into account the presence
of shared third-party libraries between repositories, nor does it tackle software
clones that have not been marked as such on GitHub. B2SFinder [46] matches
source code to binaries by using 7 binary features that can be extracted with
extra knowledge of the binary format. Most of these features are however not
present in �rmware images.

When it comes to �nding vulnerabilities in embedded �rmware, various re-
search directions have been explored. First, fuzzing with devices in the loop
was a popular topic of research a couple of years ago [10,21,24,47]. While these
approaches have good results, they are limited to small-scale experiments and
analyses since the device has to be both available and set up. Recently, many
rehosting approaches have been proposed. There is a clear divide between papers
targeting Linux-based �rmware images [16,41,22,28] and monolithic �rmware im-
ages [7,14,50,35,39,36]. Most of these approaches focus on providing valid inputs
for MMIO addresses in memory or hardware abstraction layer functions.

8 Conclusion

With frameD, we presented an automated pipeline to identify embedded frame-
works within �rmware images. frameD combines string matching and insights
in embedded frameworks to provide meaningful semantic annotations that facil-
itate reverse engineering and security analyses. We evaluated the performance
of frameD on a labeled dataset of 536 images, obtaining an accuracy of 83%.
By changing the threshold, our tool can be adjusted to �t scenarios where either
a low number of false positives or a low number of false negatives are required.
We envision our tool being used to assist both reverse engineers and automated
security pipelines that perform �rmware analyses such as vulnerability discovery
and patching.
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